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Four experiments examined the effects of delays to reinforcement on key peck sequences of pigeons
maintained under multiple schedules of contingencies that produced variable or repetitive behavior. In
Experiments 1, 2, and 4, in the repeat component only the sequence right-right-left-left earned food,
and in the vary component four-response sequences different from the previous 10 earned food.
Experiments 1 and 2 examined the effects of nonresetting and resetting delays to reinforcement,
respectively. In Experiment 3, in the repeat component sequences had to be the same as one of the
previous three, whereas in the vary component sequences had to be different from each of the previous
three for food. Experiment 4 compared postreinforcer delays to prereinforcement delays. With
immediate reinforcement sequences occurred at a similar rate in the two components, but were less
variable in the repeat component. Delays to reinforcement decreased the rate of sequences similarly in
both components, but affected variability differently. Variability increased in the repeat component, but
was unaffected in the vary component. These effects occurred regardless of the manner in which the
delay to reinforcement was programmed or the contingency used to generate repetitive behavior.
Furthermore, the effects were unique to prereinforcement delays.
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_______________________________________________________________________________

Variability appears to be an operant dimen-
sion of behavior, much like the force, location,
and rate of responses, in that it can be
influenced by consequences (see Neuringer,
2002, 2004, for reviews). For example, Page and
Neuringer (1985) examined the variability of
response sequences of pigeons. In one condi-
tion of Experiment 5, sequences of eight
responses distributed in any manner across
two keys produced food if the present sequence
differed from the previous 50 sequences (Lag
50). In another, yoked, condition, a sequence
produced food if on the corresponding trial
during the Lag 50 condition food had been
earned. Thus, in the Lag 50 condition,
sequences had to differ from previous ones to
earn food, but in the yoked condition, se-

quences produced food regardless of their
relation to previous sequences. The pigeons
produced about 75% of the total number of
different possible sequences (256) in the Lag
50 condition, but only about 20% in the yoked
condition. An increase in variability when
reinforcers depend on variable behavior has
been demonstrated in a number of species in
addition to pigeons, including dolphins, rats,
and human children and adults (e.g., Goetz &
Baer, 1973; Pryor, Haag, & O’Reilly, 1969;
Stokes, Mechner, & Balsam, 1999; van Hest,
van Haaren, & van De Poll, 1989). Further-
more, a variety of different procedures have
been used to produce variability with several
different response topographies (e.g., Blough,
1966; Goetz & Baer, 1973; Machado, 1989;
Morgan & Neuringer, 1990; Pryor et al., 1969).

Disruption by some means typically affects
reinforced repetition more than reinforced
variability, as measured by the change from the
baseline level of variability. For example,
greater persistence of response sequence
variability over repetition has been reported
with disruptors that are imposed without
changing the maintaining schedule of re-
inforcement (see Harper & McLean, 1992),
like prefeeding and within-session response-
independent food (Doughty & Lattal, 2001)
and ethanol administration (Cohen, Neurin-
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ger, & Rhodes, 1990). Greater disruption of
repetition also has been reported with dis-
ruptors that change some aspect of the
maintaining schedule of reinforcement, like
extinction (Neuringer, Kornell, & Olufs, 2001)
and increasing minimum interresponse times
between responses in a sequence (Neuringer,
1991). Together, these results suggest that
selective disruption of reinforced repetition is
a common outcome.

To further assess the generality of differen-
tial disruption of repetition and variability, we
examined the effects of delays to reinforce-
ment on reinforced variability and repetition.
Unlike previous manipulations used to disrupt
variable and repetitive behavior, delays to
reinforcement disrupt the temporal contiguity
between the sequence and the reinforcer, thus
providing a novel method of disruption by
changing the schedule contingencies. In prior
research with single responses, rather than
sequences of responses, delays to reinforce-
ment have been widely shown to reduce the
rate of key pecking (e.g., Sizemore & Lattal,
1977, 1978; Williams, 1976; see Schneider,
1990, for review). What effects would delays to
reinforcement have on response sequence
variability and repetition? On the one hand,
if results are similar to those obtained with
other disrupters, then sequence repetition
would be more disrupted than variability. On
the other hand, if repetition and variability per
se are the functional operants, then delays to
reinforcement may disrupt response sequence
variability as well as repetition.

In four experiments we examined the effects
of delaying food delivery after the completion
of a four-response sequence. Pigeons re-
sponded under a multiple schedule that re-
quired variable key-peck sequences to earn
food in one component and repetitive key-peck
sequences in the other. Across experiments, we
examined the effects of different procedures
for delaying reinforcers and different contin-
gencies for generating variable and repetitive
sequences. The goal was to determine the
effects of delayed reinforcement on sequence
variability and rate when reinforcers are de-
pendent on variability or repetition.

EXPERIMENT 1

In this experiment, we examined the effects
of signaled nonresetting delays to reinforce-

ment (0–30 s) on sequence variability and rate
under a multiple schedule of food delivery for
variable and repetitive sequences. With sig-
naled delays to reinforcement, the response
that produces the reinforcer also produces
a stimulus change that is present until re-
inforcer delivery (see Lattal, 1987). In the
present case, the last peck in a sequence
meeting the schedule requirement turned off
the key lights for the duration of the delay
prior to reinforcer delivery. Any pecks occur-
ring during the delay had no programmed
consequences (i.e., the delay was nonresetting;
see Lattal, 1987). In the component requiring
variability (hereafter the vary component),
sequences that differed from the previous 10
sequences produced food (lag10). In the
component requiring repetition (hereafter
the repeat component), only a sequence of
pecks on the right, right, left, and then left key
(RRLL) produced food.

METHOD

Subjects

Four adult White Carneau pigeons, weigh-
ing between 464 and 609 g at their free-
feeding weight, served as subjects. Pigeons
were maintained at 80% (6 15 g) of free-
feeding weights through postsession feeding as
necessary. All pigeons were experimentally
naive except P154, which had previous expe-
rience with a variety of unrelated procedures.
When not in experimental sessions, the
pigeons were individually housed in a temper-
ature-controlled colony under a 12:12 hr
light/dark cycle and had free access to water
and digestive grit.

Apparatus

Four similar BRS/LVE sound-attenuating
chambers, constructed of painted metal with
aluminum front panels, were used. The
chambers were 35 cm across the front panel,
30.7 cm from the front panel to the back wall,
and 35.8 cm high. Each panel had three
translucent plastic response keys that were
2.6 cm in diameter and 24.6 cm from the
floor. The left and right keys could be lit from
behind with either red or white light. The
center key was dark and pecks to this key had
no programmed consequences. In three of the
chambers the center-to-center distance be-
tween keys was 8.2 cm; in the fourth chamber
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(P154) the distance was 6.4 cm. A lamp (28 V
1.1 W) was mounted 4.4 cm above the center
key and served as the houselight. A rectangular
aperture 9 cm below the center key provided
access to a solenoid-operated hopper filled
with pelleted pigeon diet. During hopper
presentations, the hopper aperture was lit
and the key and houselights extinguished.
White noise and chamber ventilation fans
masked extraneous noise. Contingencies were
programmed and data were collected by
microcomputers using Med AssociatesH inter-
facing and software located in an adjacent
room.

Procedure

Experimental sessions were conducted daily
at approximately the same time. Key pecks
were initially autoshaped (Brown & Jenkins,
1968) to each of the key color and location
combinations (red left, red right, white left,
white right) used in the experiment.

Multiple schedule. The final procedure was
a multiple vary repeat schedule. Each compo-
nent had an equal probability of starting the
session, after which the components alternat-
ed following every fifth food delivery. There
was a 10-s blackout between components
during which all chamber lights were off and
pecks had no programmed consequences.
Sessions ended after 40 food deliveries, 200
trials, or 60 min, whichever occurred first. A
four-peck sequence was required in both
components, with a resetting 0.5-s interre-
sponse interval imposed between each peck.
The keys were dark and the houselight was lit
during the interresponse interval. During both
components, the center key remained dark
and pecks to this key had no programmed
consequences.

In the vary component, the side keys were lit
red. Sequences differing from the previous 10
sequences in the vary component resulted in 2-
s access to food (lag 10). Sequences that were
the same as one of the previous 10 produced
a flashing houselight for 2 s. At the beginning
of each session, the 10 last sequences from the
vary component in the previous session were
used for comparison.

In the repeat component, the side keys were
lit white. The sequence RRLL produced 2-s
access to food. All other sequences produced
a flashing houselight for 2 s. This procedure
was in effect for at least 30 sessions, after which

delays to reinforcement were introduced when
behavior across the last six sessions was judged
stable by visual inspection.

Pretraining. A pretraining procedure simi-
lar to that used previously for repetitive
sequences (e.g., Cohen et al., 1990) was used.
Initially, only the repeat component was
presented. In the first phase of training, the
sequence RR produced food. Next, RRL was
required for food, then RRLL. The houselight
flashed and the trial terminated if a response
other than what was required occurred at any
point in the sequence during these initial
phases. The requirement was changed to the
next phase when at least 35% of trials resulted
in food in a session. Repeat pretraining
was conducted for 12 to 18 sessions across
subjects.

After repeat pretraining was complete, the
vary component was also presented during
sessions. Components alternated as described
previously. In the first session with the vary
component, the first sequence produced food.
The second sequence had to differ from the
first to produce food, the third sequence had
to differ from the first two to produce food,
and so on, until a lag 5 was reached (i.e.,
sequences had to differ from the previous five
to produce food). For each subsequent ses-
sion, the last five sequences of the vary
component from the previous session were
used for comparison. The lag 5 was in effect
for 40 sessions, after which the lag was
changed to 10 in an effort to make the
percentage of trials ending in food more
similar for the vary and repeat components.

Delays to reinforcement. Table 1 lists the
order of conditions and the number of
sessions for each pigeon. During conditions
with delayed reinforcement, when a sequence
met the contingency in effect (either vary or
repeat, depending on the component), food
delivery was delayed after the last response of
the sequence. Incorrect sequences resulted in
the houselight flashing for 2 s, as described
previously. During the delay, the keys were
dark and the houselight was lit. Pecks to dark
keys during the delay had no programmed
consequences (i.e., the delay was nonreset-
ting). Delays of 5, 15, and 30 s were imple-
mented, with a return to immediate reinforce-
ment between each. The order of delays was
counterbalanced across subjects. After all
conditions with delayed reinforcement were
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completed, the 15-s delay was repeated. Con-
ditions were in effect for a minimum of 15
sessions and until dependent measures for
each component (described below) were
stable as judged by visual inspection (minimal
variability and trend) across the last six
sessions. In three cases conditions with delays
to reinforcement were discontinued prior to
stability because responding practically ceased;
data from these conditions were not included
in the analyses.

Dependent measures. All dependent mea-
sures were taken from the last six sessions of
each condition. Variability was assessed sepa-
rately for the vary and repeat components with
the U-value statistic: 2S [RFi * log2 (RFi)]/
log2 (16), where RFi represents the relative

frequency of each of the 16 possible sequences
(Miller & Frick, 1949; Page & Neuringer,
1985). U-values range from 0 to 1.0 with
higher values indicating greater variability. A
U-value of 0 indicates only one sequence
occurred across the session; a value of 1.0
indicates all 16 possible sequences occurred
equally often. The percentage of trials ending
in food was calculated by dividing the total
number of trials that produced food by the
total number of trials completed during
a session separately for each component. The
joint analysis of U-value and percentage of
trials ending in food is useful because U-value
is a relatively molar (i.e., session-level) mea-
sure of variability, whereas percentage of
trials with food reflects more molecular

Table 1

Programmed delay to reinforcement, number of sessions in each condition, and the mean (SD)
rate of key pecking per min during delays to reinforcement for the vary and repeat components
for each pigeon in Experiment 1.

Subject Delay (s) Sessions

Pecks/min during delay

Vary Repeat

P92 0 31 – –
30 6 * *
0 38 – –

15 19 0.83 (0.66) 0.23 (0.41)
0 19 – –
5 21 20.50 (3.02) 35.50 (5.63)
0 17 – –

15 36 0.56 (0.43) 0.13 (0.16)
P98 0 43 – –

15 15 13.01 (2.86) 16.20 (5.07)
0 26 – –
5 17 14.60 (2.62) 16.60 (3.00)
0 33 – –

30 20 * *
0 29 – –

15 24 9.49 (5.65) 12.43 (5.18)
P99 0 51 – –

15 4 * *
0 19 – –
5 37 123.00 (4.23) 82.10 (9.48)
0 49 – -

30 50 – (–)a – (–)a
0 21 – –

15 26 75.23 (10.53) 82.03 (10.55)
P154 0 31 – –

30 26 5.35 (3.65) 6.11 (1.94)
0 23 – –

15 18 6.30 (1.76) 3.23 (0.73)
0 19 – –
5 25 16.70 (2.72) 1.20 (0.54)
0 38 – –

15 30 4.97 (1.18) 1.83 (1.09)

Note: Dashes indicate conditions that did not have a programmed delay. Asterisks indicate conditions in which
behavior did not reach stability. a data files necessary for this analysis were accidentally overwritten.
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aspects (i.e., the local pattern of response
sequences) of variability (see Page & Neur-
inger, 1985, for discussion). To obtain a mea-
sure of response rate, we calculated trials/min.
Trials/min was computed for each session
by dividing the total number of trials complet-
ed in a component by the total time spent in
that component, excluding any time during
delays. Rate of reinforcement under condi-
tions with immediate reinforcement also
was calculated by dividing the total session
time spent in each component (excluding any
time during delays) by the number of re-
inforcers delivered in that component, sepa-
rately for the vary and repeat components.
Time spent during reinforcer delivery was
included in the calculation of total component
time for both trials/min and reinforcement
rate.

To examine the effects of delays to re-
inforcement on emission of specific response
sequences, we calculated the relative frequen-
cy of each possible sequence (e.g., Cohen
et al., 1990; Doughty & Lattal, 2001; Neuringer
et al., 2001). Relative frequencies (shown in
Figures 2, 4, & 6) were calculated for each
condition by pooling data across the last six
sessions of any and all replications of a condi-
tion and dividing the number of occurrences
of each sequence by the total number of trials
completed for each condition for each subject
separately for each component.

RESULTS

Figure 1 shows trials/min (left column), U-
value (center column) and percentage of trials
with food (right column) separately for the
vary and repeat components for all pigeons.
Data are means of the last six sessions of each
condition. Because effects were similar across
the four replications, data for the 0-s delay
(baseline) are averaged across replications.
Replications of the condition with the 15-s
delay to reinforcement are shown by uncon-
nected points. Under immediate reinforce-
ment, trials/min (left column) was somewhat
greater during the vary than during the repeat
component for 3 of the 4 pigeons. Trials/min
was not systematically affected by the 5-s delay
to reinforcement, but decreased similarly in
the vary and repeat components at longer
delays. Decreases in trials/min were similar
across replications of the 15-s delay for the vary
and repeat components.

U-value (center column) was higher in the
vary component than in the repeat component
with immediate reinforcement and remained
so across all delays, with the exception of P99
at the longest delay. In the repeat component
U-value increased as a function of increasing
delays to reinforcement. The effects of delays
on U-value in the vary component were usually
small and unsystematic compared to the
effects in the repeat component, with some
increases evident at delays of 5 s for 2 pigeons.
U-value for the replication of the 15-s delay was
similar to that during the first exposure to the
15-s delay in both the vary and repeat
components.

During immediate reinforcement, percent-
age of trials with food (right column) was
higher in the repeat component than in the
vary component for 2 pigeons and the same
across components for the other 2. In the
repeat component, the percentage of trials
ending in food decreased with longer delays to
reinforcement for 3 of 4 pigeons. This
measure was less affected in the vary compo-
nent, with slight decreases evident for 3 of 4
pigeons. Similar effects occurred across repli-
cations of the 15-s delay in the vary and repeat
components.

Figure 2 shows the relative frequencies of
the 16 possible sequences in the vary and
repeat components for each pigeon. The
sequences are plotted along the x-axis begin-
ning with sequences that require the least
number of changeovers between keys and
ending with sequences that require the most
changeovers (cf. Doughty & Lattal, 2001). The
horizontal dashed line indicates the relative
frequency of each possible sequence predicted
by chance (i.e., 1 divided by 16, or 0.0625).
Data were pooled across the last six sessions of
each replication of each condition.

During immediate reinforcement in the
repeat component the target sequence
(RRLL) occurred most frequently. The se-
quence with an early right-to-left switch
(RLLL), and the sequence which when re-
peated makes up the target sequence (RLLR),
also occurred at frequencies above those
predicted by chance. As the delay to reinforce-
ment increased, the frequency of the target
sequence decreased but remained above
chance. The frequency of sequences with no
switches increased in the repeat component
across delays. In the vary component, during
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immediate reinforcement sequence frequency
was fairly evenly distributed among sequences
with zero or one switch for all pigeons, with
some 2- and 3-switch sequences also occurring.
There was no systematic effect of the 5- and
15-s delays, but at the 30-s delay in the
vary component the most frequent response
sequences required zero switches for the 2
pigeons that completed the condition.

Table 1 shows the rate of key pecking
during delays to reinforcement for each
pigeon averaged across the last six sessions
for each condition. The delay rate reflects the
number of key pecks summed across all three
dark keys divided by the time spent during the
delay. The rate of key pecking during the delay
varied substantially across subjects and delays
from 0.13 pecks/min to 123 pecks/min. The

rate of key pecking during the delay was not
systematically different for the vary and repeat
components.

Table 2 shows that in the repeat component
the rate of reinforcement under immediate
reinforcement was higher than in the vary
component for 3 of 4 pigeons. The rate of
reinforcement reflects trials/min (response
rate) and the percentage of trials ending in
food. In terms of the total number of re-
inforcers earned per session, all pigeons
earned all available reinforcers (20 vary and
20 repeat) across the last six sessions of each
condition except as noted here. P98 earned an
average of 19.67 and 20.00 reinforcers in the
vary and repeat components, respectively, in
the condition with the 15-s delay. In the
condition with the 30-s delay, P99 earned

Fig. 1. The effect of nonresetting delays to reinforcement on trials/min (left column), U-value (center column), and
percentage of trials with food (right column) for each pigeon in Experiment 1. Filled and unfilled circles represent data
from the vary and repeat components, respectively. Replications of the condition with the 15-s delay are shown as
unconnected points. Data are averaged across the last six sessions of each condition for each subject. Error bars indicate
6 one standard deviation.
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13.67 vary and 14.67 repeat reinforcers. P154
earned 17.83 vary and 19.00 repeat reinforcers
in the condition with the 30-s delay.

DISCUSSION

With immediate reinforcement, U-value was
higher in the vary component than the repeat
component. This result replicates the common
finding that sequence variability is high when
variability is required, but relatively low when
variability is not required or when a particular
sequence is required for food (e.g., Denney &
Neuringer, 1998; Page & Neuringer, 1985).
Trials/min (i.e., response rate) decreased in
both the vary and repeat components as
a function of increasing delays to reinforce-
ment for each subject. The decrease in trials/
min was not systematically different across the
two components. These results with sequences
of responses are similar to those obtained with

signaled delays to reinforcement with simple
operant behavior (e.g., reinforcement of a sin-
gle key peck): typically, the longer the delay to
reinforcement, the greater the decrease in
response rates (e.g., Lattal, 1984; Richards,
1981; Schaal & Branch, 1988, 1990). With
longer delays to reinforcement, responding
sometimes ceased in both components. This
finding is similar to that of Ferster (1953) who
found that when long delays to reinforcement
for single responses of pigeons were imple-
mented abruptly, as in the present study,
responding was not well maintained.

In terms of the variability of the sequences,
however, the effects of delays to reinforcement
differed for the vary and repeat components.
For each pigeon, U-value increased in the
repeat component as a function of delay,
indicating that overall sequence variability
increased in this component. Similarly, per-

Fig. 2. The relative frequency of each of the possible 16 sequences for each pigeon under immediate reinforcement
and at each delay to reinforcement in Experiment 1. Filled and unfilled bars represent the data from the vary and repeat
components, respectively. The horizontal dashed line indicates the relative frequency of each possible sequence
predicted by chance.
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centage of trials with food decreased in the
repeat component, reflecting the fact that the
repetitive contingency was less likely to be
satisfied (i.e., the sequence RRLL decreased in
frequency) as the delay to reinforcement
increased. In the vary component, however,
U-value and percentage of trials with food were
relatively unaffected by delays to reinforce-
ment, showing that overall sequence variability
and the likelihood of meeting the variability
contingency, respectively, were generally un-
changed. These effects likely are not due to
differences in reinforcement rate between the
two components (Table 2), because sequences
in the repeat component usually had a higher
rate of reinforcement, which should render
them more resistant to change, rather than
less (see Nevin & Grace, 2000, for review).

The relative frequency of each of the
possible 16 sequences also was affected differ-
ently by delays to reinforcement in the two
components. In the repeat component, with
immediate reinforcement the distribution of
sequences was largely restricted to the target
sequence (RRLL) and one or two common
errors that were similar to the target. Delays to
reinforcement shifted the distribution in the
repeat component to sequences with fewer
switches between keys and ultimately flattened
it. In the vary component, with immediate

reinforcement the distribution of sequences
was comparatively even across the possibilities.
Shorter delays to reinforcement had relatively
little impact on the distribution. During the
condition with the longest delay (30 s), which
only 2 pigeons completed, the distribution of
sequences in the vary component shifted to
sequences with relatively few switches between
keys, and was largely indistinguishable from
that generated during the repeat component.
This result could have occurred because the
30-s delay occupied much of the time during
each trial, and the vary and repeat compo-
nents became more difficult to discriminate
because the key lights were not lit during the
delay.

EXPERIMENT 2

In terms of the variability of sequences,
delays to reinforcement degraded behavior in
the repeat component more than behavior in
the vary component in Experiment 1. One
explanation of this result could be the key
pecking during delays to reinforcement in
both components (see Table 1). Although
there were substantial differences in rates of
key pecking during the delay across conditions
and pigeons (cf. Schaal & Branch, 1988, 1990),
this key pecking could be expected to degrade
sequence integrity during the repeat compo-
nent more so than during the vary component
for the following reasons. To the extent that
pecks during the delay were relatively contig-
uous with food delivery, those key pecks could
have been reinforced. If so, the chances of
these reinforced pecks being different from
the target sequence in the repeat component
is relatively high. In the vary component,
reinforced extraneous pecks could be argued
to have little impact on performance, given
that all 16 possible sequences of pecks were
eligible for reinforcement.

Experiment 2 examined the role played by
contiguity of pecking during the delay with the
reinforcer in the differential effects of delayed
reinforcement on variable and repetitive se-
quences. To this end, we used resetting delays
to reinforcement, in which each peck during
the delay restarted the delay duration (see
Lattal, 1987). Such a delay controls the time
between the last response and the delivery of
the reinforcer, thereby reducing responding
during delays.

Table 2

Mean reinforcers earned per min under baseline (no
delay) conditions in the vary and repeat components for
each subject in each experiment.

Subject

Reinforcers/min

Vary Repeat

Experiment 1
P92 2.93 3.28
P98 2.87 3.66
P99 3.36 4.71
P154 2.33 2.15

Experiment 2
P92 2.77 3.27
P98 2.78 4.54
P99 3.77 6.04
P154 2.35 3.42

Experiment 3
P92 4.63 6.38
P98 5.11 6.21
P99 5.14 7.86
P154 3.16 5.37

Experiment 4
P92 2.82 2.53
P98 2.76 4.36
P154 2.44 2.37
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METHOD

Subjects and Apparatus

The pigeons from Experiment 1 served as
subjects. Sessions were conducted at approxi-
mately the same time each day. Care, housing,
and the experimental apparatus were as de-
scribed in Experiment 1.

Procedure

A multiple vary (lag 10) repeat (RRLL)
schedule was in effect. No pretraining was
required because the current experiment oc-
curred immediately following the last condition
of Experiment 1 (P99) or Experiment 4 (P92,
P98, & P154). The general procedure of
signaled delays to reinforcement from Experi-
ment 1 was used. Table 3 lists the number of
sessions in each condition for each subject in
Experiment 2. The order of delay durations for
each subject was 0, 5, 15, 5, and 0 s. The other
aspects of the contingencies and the delay
stimuli in the vary and repeat components were
as in Experiment 1. Unlike Experiment 1, pecks
during the delay reset the delay. The food was
not delivered until the delay duration elapsed
with no pecks to any of the three dark keys.
Conditions were changed when behavior was
stable as defined in Experiment 1.

RESULTS

Figure 3 shows trials/min (left column),
U-value (middle column) and percentage of
trials with food (right column) for each
pigeon. Trials/min in both the vary and repeat
components decreased with increases in delay
duration with the exception of the repeat
component for the 5-s delay conditions for
P98. The second exposure to the 5-s delay to
reinforcement produced rates similar to those
during the initial exposure. There were no
systematic differences in response rates be-
tween the vary and repeat components across
pigeons.

The center column of Figure 3 shows that
U-value in the repeat component was less than
U-value in the vary component at all delays. In
the repeat component, U-value increased with
increasing delays to reinforcement for 3 of 4
pigeons. For P92, U-value was higher during
the first exposure to the 5-s delay than with
immediate reinforcement but similar at other
delays. In the vary component, there was no
systematic change in U-value as a function of
delay. The replication of the 5-s delay resulted
in values similar to those from the initial
exposure in both the vary and repeat compo-
nents except for P92 as noted above.

Table 3

Programmed delays to reinforcement (s), number of sessions in each condition, mean (SD) rate
of pecking per min during delays, and mean (SD) obtained delays to reinforcement (s) for the
vary and repeat components for each pigeon in Experiment 2. Other details as in Table 1.

Subject
Programmed

delay (s) Sessions

Pecks/min during delay Obtained delay (s)

Vary Repeat Vary Repeat

P92 0 64 – – – –
5 30 0.00 (0.00) 0.10 (0.24) 5.00 (0.00) 5.00 (0.01)

15 25 0.00 (0.00) 0.00 (0.00) 15.00 (0.00) 15.00 (0.00)
5 71 0.38 (0.59) 0.19 (0.30) 5.10 (0.15) 5.06 (0.09)
0 31 – – – –

P98 0 47 – – – –
5 38 10.88 (3.39) 14.70 (2.99) 5.36 (0.08) 5.49 (0.15)

15 30 3.60 (0.57) 7.10 (1.13) 15.70 (0.71) 15.90 (0.27)
5 56 13.09 (4.61) 13.00 (2.13) 5.31 (0.12) 5.41 (0.16)
0 43 – – – –

P99 0 69 – – – –
5 27 21.16 (3.66) 20.61 (1.34) 6.83 (0.78) 7.05 (0.50)

15 17 8.76 (1.78) 7.85 (1.85) 16.17 (0.30) 15.71 (0.14)
5 27 20.69 (3.60) 29.92 (3.67) 6.73 (0.26) 8.16 (0.43)
0 69 – – – –

P154 0 73 – – – –
5 32 6.20 (2.10) 1.09 (0.79) 5.22 (0.07) 5.03 (0.05)

15 25 1.63 (1.02) 0.48 (0.25) 15.36 (0.17) 15.54 (0.61)
5 45 8.35 (1.98) 0.97 (0.76) 5.5 (0.20) 5.10 (0.14)
0 45 – – – –
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The right column of Figure 3 shows that in
the repeat component, the percentage of trials
with food decreased with delayed reinforce-
ment for 3 of 4 pigeons. In the vary compo-
nent the percentage of trials with food was not
systematically affected by delay. As with the
other measures, the replication of the 5-s delay
resulted in values similar to those from the
initial exposure.

Figure 4 shows that in the repeat compo-
nent during immediate reinforcement the
distributions of response sequences were
similar to those from Experiment 1, with the
target sequence occurring most frequently.
During conditions with delays to reinforce-
ment, the frequency of the target sequence in
the repeat component decreased, while the
frequency of other sequences with one right to
left switch (i.e., RLLL, RRRL) increased. In
the vary component during immediate re-

inforcement, the sequence distributions were
relatively flat and also similar to that in
Experiment 1. As the delay to reinforcement
increased, there was no systematic change in
the distribution of sequences in the vary
component.

Table 3 shows the rate of key pecking
during delays to reinforcement and the
average obtained delay for each subject across
the last six sessions for each condition. The
obtained delay was calculated as the average
amount of time between the last peck in the 4-
response sequence and the delivery of the
reinforcer for the last six sessions of each
condition. If pecking occurred after the
sequence was completed (during the delay),
then the time between the last peck during the
delay and the delivery of the reinforcer was
always the programmed delay as shown in
Table 3. The average obtained delay in both

Fig. 3. The effect of resetting delays to reinforcement on trials/min (left column), U-value (center column), and
percentage of trials with food (right column) for each pigeon in Experiment 2. Other details as in Figure 1.
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components and for all delay durations was
within 1 s of the programmed delay for 3
subjects. The 4th subject (P99) experienced
average obtained delays that were between 1.5
and 3 s longer than the programmed delay
because of pecking during the delay. Table 2
shows that under immediate reinforcement,
the rate of reinforcement (reflecting trials/
min and percentage of trials with food) was
higher in the repeat component than in the
vary component. All pigeons collected all
available reinforcers (20 vary and 20 repeat)
in each of the last six sessions of each
condition.

DISCUSSION

The results of Experiment 2, in which the
effects of a resetting delay to reinforcement
were investigated, were similar to those ob-

tained in Experiment 1, in which the effects of
a nonresetting delay to reinforcement were
investigated. In both cases, delays to reinforce-
ment decreased the rate of sequences in the
vary and repeat components in a similar
manner. Sequence variability was disrupted
more in the repeat component than in the
vary component. Delays to reinforcement
increased U-value and decreased the percent-
age of trials with food in the repeat compo-
nent, but did not systematically affect these
measures in the vary component. The relative
frequency of the 16 possible sequences also
was affected differently by delays to reinforce-
ment in the two components. Delays to
reinforcement shifted the distribution in the
repeat component to sequences with fewer
switches between keys and ultimately flattened
it, but in the vary component delays to

Fig. 4. The relative frequency of each of the possible 16 sequences for each pigeon under immediate reinforcement
and at each delay to reinforcement in Experiment 2. Other details as in Figure 2.
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reinforcement had relatively little impact on
the distribution of sequences.

Unlike in Experiment 1, in Experiment 2
the time between the last peck during the
signaled delay period and the delivery of the
reinforcer was controlled. Therefore, contigu-
ity between key pecks during the delay and the
delivery of food could not have contributed to
the results obtained in Experiment 2. In
addition, rates of keypecking during the delay
decreased substantially from those in Experi-
ment 1 for all pigeons. Thus, accidental
reinforcement of nontarget pecks during the
delay does not appear to account for the
differential effects of delays to reinforcement
on sequences during the vary and repeat
components. As in Experiment 1, these effects
appear unlikely to be related to differences in
reinforcement rate between the two compo-
nents, because reinforcement rate was higher
in the repeat component than in the vary
component (Table 2).

EXPERIMENT 3

In Experiments 1 and 2, both resetting and
nonresetting delays to reinforcement changed
the variability of sequences more in the repeat
component than in the vary component. In
these two experiments, the vary and repeat
components differed in several ways. Most
obviously, the repeat component required
sequence repetition for food delivery, whereas
the vary component required sequence vari-
ability for food delivery. More subtly, however,
the repeat contingency was defined by a single
response sequence, whereas the vary contin-
gency was defined by the relation between
sequences. Perhaps the effects observed in the
first two experiments were related to this
difference, rather than the repetitive versus
variable requirements of the contingencies.
Furthermore, the effects on sequence variabil-
ity in the repeat component could be unique
to the particular sequence, RRLL, chosen as
the target.

To examine the generality of the effects
observed in the first two experiments, we
investigated the effects of a 10-s nonresetting
delay to reinforcement when the contingen-
cies in the repeat and vary component were
both defined by the relation of the current
sequence to previous sequences. Specifically,

in the repeat component, a sequence pro-
duced food if it was the same as one of the
previous three (lag 3 same), but in the vary
component, a sequence produced food if it
was different from the previous three (lag 3
different; cf. Cherot, Jones, & Neuringer,
1996; Neuringer, 1992).

METHOD

Subjects and Apparatus

The pigeons from the previous two experi-
ments served as subjects. Care and housing
were as described previously, and sessions were
conducted at approximately the same time
each day in the apparatus described for
Experiment 1. This experiment occurred after
Experiment 4 for each pigeon.

Procedure

A lag 3 procedure was used for both the vary
and repeat components. In the vary compo-
nent, a four-response sequence that was
different from the previous three resulted in
2-s access to food, and a sequence that was the
same as one of the last three resulted in a 2-s
flashing houselight. In the repeat component
a response sequence that was the same as one
of the last three response sequences resulted
in food delivery, and a sequence in the repeat
component that was different from the last
three resulted in the houselight flashing (see
Neuringer, 1992, for a similar procedure). In
both the vary and repeat components, RRRR
and LLLL were never eligible for reinforce-
ment (cf. Cherot et al., 1996). Table 4 shows
the number of sessions at each delay and the
order of conditions. Once responding stabi-
lized with immediate reinforcement, a 10-s
nonresetting delay to reinforcement was in-
troduced in both the vary and repeat compo-
nents. Exposure to this delay was repeated
after a return to immediate reinforcement.
Conditions were changed based on the stabil-
ity criteria described in the first experiment.

RESULTS

Figure 5 shows trials/min (left column), U-
value (center column) and the percentage of
trials with food (right column) for each
pigeon. Response rates were higher during
immediate reinforcement than during the 10-s
delay in both the vary and repeat components.
There was no systematic difference in response
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rates between the vary and repeat components.
The replications of the conditions with imme-
diate and delayed reinforcement resulted in
similar rates of responding to those obtained
during the initial exposures.

U-value (center column, Figure 5) was lower
in the repeat component than in the vary
component across all conditions with the
exception of the second exposure to the 10-s
delay for P98. In addition, U-value in the
repeat component was lower during immedi-
ate reinforcement and increased during the
10-s delay. U-value in the vary component was
not systematically affected by delays to re-
inforcement. Results were similar during the
replications of conditions for each pigeon with
the exception of P98. Following the first
exposure to the 10-s delay to reinforcement
condition, U-value in the vary component
remained somewhat lower for this pigeon for
the remainder of the experiment.

The percentage of trials with food (right
column) under immediate reinforcement was
higher in the repeat component than in the
vary component. The 10-s delay decreased the
percentage of trials with food in the repeat
component, but had no systematic effect on
this measure in the vary component. As with
the other measures, replications of conditions

produced data similar to that during the initial
exposure for both components.

Figure 6 shows that in the repeat compo-
nent with immediate reinforcement, RLLL was
the most frequent sequence for all pigeons.
The only other sequences produced at levels
above those predicted by chance in the repeat
component with immediate reinforcement
were RRLL (the previous target sequence)
and LLLL. With the 10-s delay to reinforce-
ment the distribution flattened and sequences
with one right-to-left switch occurred more
frequently in the repeat component than
predicted by chance. During the 10-s delay
there also was a tendency for more sequences
with no switches than during immediate re-
inforcement. In the vary component, during
immediate reinforcement the distribution of
sequences was flatter than in the repeat
component, but clustered around sequences
with zero or one switch, with some 2-switch
sequences. There was no systematic difference
in the distribution of sequences in the vary
component between conditions with immedi-
ate reinforcement and the 10-s delay to
reinforcement.

Table 4 shows the rate of key pecking
during delays to reinforcement for each
pigeon averaged across the last six sessions

Table 4

Number of sessions in each condition, programmed delay to reinforcement, and the mean (SD)
rate of key pecking per min during delays to reinforcement for the vary and repeat components
for each pigeon in Experiment 3. Other details as in Table 1.

Subject Sessions Delay (s)

Pecks/min during delay

Vary Repeat

P92 63 0 – –
31 10 0.15 (0.12) 0.00 (0.00)
40 0 – –
24 10 1.30 (0.78) 1.82 (1.63)
29 0 – –

P98 42 0 – –
25 10 3.55 (0.78) 2.26 (0.73)
63 0 – –
34 10 3.96 (2.63) 3.92 (2.20)
40 0 – –

P99 36 0 – –
49 10 34.35 (5.04) 60.26 (9.72)
33 0 – –
36 10 63.59 (10.34) 37.42 (10.75)
33 0 – –

P154 34 0 – –
39 10 44.84 (11.54) 1.10 (0.79)
45 0 – –
60 10 3.65 (1.56) 0.15 (0.16)
58 0 – –
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for each condition. The rate of key pecking
during the delay was not systematically differ-
ent for the vary and repeat components. The
data in Table 2 show that the rate of re-
inforcement with no delay was higher in the
repeat component than in the vary compo-
nent. All pigeons collected all available re-
inforcers (20 vary and 20 repeat) in each of the
last six sessions of each condition.

DISCUSSION

Overall, the behavior generated by the lag 3
same and different contingencies with immedi-
ate reinforcement was similar to that main-
tained by the target sequence (repeat) and lag
10 (vary) contingencies used in the first two
experiments. In the immediate reinforcement
conditions, response rates (trials/min) were
not systematically or substantially different
across components or across experiments.

Variability, as indexed by the more global
measure U-value and by the sequence distribu-
tions, was higher in the component with the
lag 3 different (vary) contingency than in the
component with the lag 3 same (repeat)
contingency. The U-values for the vary com-
ponent in Experiment 3 were similar to those
obtained in Experiments 1 and 2. U-values for
the repeat component in the first two experi-
ments, however, were higher than those
obtained in Experiment 3. In addition, re-
inforcement rates in Experiment 3 were
higher in both components than those in
Experiments 1 and 2.

The sequence distributions show that in the
lag 3 same component in Experiment 3, largely
one sequence was emitted. This finding is
interesting, because the pigeons could have
repeated different sequences across time, but
instead made one in particular. The sequences

Fig. 5. The effect of nonresetting delays to reinforcement on trials/min (left column), U-value (center column), and
percentage of trials with food (right column) for each pigeon in Experiment 3. Other details as in Figure 1.
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RRRR and LLLL were not eligible for re-
inforcement. All pigeons repeated RLLL,
which is similar to the target sequence (RRLL)
from the previous experiments, but with an
earlier switch from the right to left key. The
percentage of trials ending in food was higher
for the repeat component in Experiment 3
than in the first two experiments.

In the vary component, the sequence
distributions in Experiment 3 were not as flat
as those in the first two experiments. This
difference probably is due to the fact that a lag
3, rather than a lag 10, contingency was in
effect, and replicates the frequent finding that
the level of variability is sensitive to that
required by the contingency (e.g., Machado,
1989; Page & Neuringer, 1985). It was some-
what surprising that RRRR and LLLL occurred
frequently, given that they were not eligible
for reinforcement. These sequences could,
however, make up the previous three se-
quences from which the last one had to differ,

which could be why they still occurred so
frequently.

The effects of delaying reinforcement were
similar across the three experiments. In all
cases, delaying reinforcement decreased
trials/min for both the vary and repeat
component. U-value was relatively unaffected
in the vary component, but was increased in
the repeat component, regardless of the
contingency used to define repetitive behavior
across experiments. The more local measure
of success at meeting the contingencies, the
percentage of trials with food, also decreased
in the repeat component but changed little in
the vary component in all three experiments.

EXPERIMENT 4

In the first three experiments, delayed
reinforcement disrupted sequence variability
more in the repeat component than in the
vary component. In all these experiments,
however, inserting a delay between the end
of the sequence and the delivery of the
reinforcer has two effects: the contiguity
between the end of the sequence and the
reinforcer is decreased, and the overall rate of
reinforcement is decreased. Decreasing the
rate of reinforcement without reducing se-
quence-reinforcer contiguity can increase se-
quence variability when variability is relatively
low (e.g., Grunow & Neuringer, 2002), as it was
in the repeat component in the first three
experiments. Furthermore, with single key
pecks response rate is usually lower with lower
reinforcement rates (e.g., Catania & Reynolds,
1968), so the decrease in trials/min with delays
to reinforcement also could be related to the
decrease in reinforcer rate.

To evaluate the role of decreases in re-
inforcement rate per se, we compared the
effects of pre- and postreinforcer delays on
repetitive and variable sequences. Prereinfor-
cer delays occur between the last response
in a sequence and the delivery of the re-
inforcer, whereas postreinforcer delays oc-
curred after the delivery of the reinforcer
and the start of the next trial. Both delays
decrease overall reinforcement rate, but post-
reinforcer delays do not decrease contiguity
between the sequence and the reinforcer. If
changes in contiguity produced the effects in
the first three experiments, then the postrein-
forcer delay should have little effect on

Fig. 6. The relative frequency of each of the possible 16
sequences for each pigeon under immediate reinforce-
ment and at the 10-s delay to reinforcement in Experiment
3. Other details as in Figure 2.
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sequence variability. If the decrease in re-
inforcement rate increased variability in re-
petitive behavior, however, then both pre- and
postreinforcer delays should have similar
effects.

METHOD

Subjects and Apparatus

Pigeons 92, 98, and 154 from the prior
experiments were used. Pigeon 99 did not
participate in this experiment because of the
length of time required for it to finish the
previous experiment. Care and housing were
the same, and sessions were conducted at
approximately the same time each day in the
apparatus described for Experiment 1.

Procedure

Pretraining was not required because this
experiment occurred immediately following
the last condition of Experiment 1. The same
basic multiple schedule of vary (lag 10) and
repeat (RRLL) described in Experiment 1 was
used here.

Table 5 shows the order of conditions and
the number of sessions at each for each
subject. As in prior experiments, the prerein-
forcer delay occurred between the completion
of a sequence meeting the required contin-
gencies and the reinforcer delivery, and was
signaled by dark keys and the lit houselight.
During the postreinforcer delay, sequences
meeting the required contingencies immedi-
ately produced food, and then the pro-
grammed delay occurred after reinforcer de-

livery and before the start of the next trial.
During this delay also all the keys were dark
and the houselight was on. The pre- and
postreinforcer delays were nonresetting. With-
in subjects, the pre- and postreinforcer delay
durations were the same (30 s for P154 and
15 s for P92 and P98).

RESULTS

The left column of Figure 7 shows that
trials/min in both components was higher
under immediate reinforcement and postrein-
forcer delays relative to those maintained by
prereinforcer delays. The postreinforcer delays
increased response rates in the vary compo-
nent above those maintained by immediate
reinforcement for 2 pigeons. Response rates
were not systematically different between the
vary and repeat components across conditions
and were generally similar during the first and
second exposure to immediate reinforcement.

The center column of Figure 7 shows that
U-values were consistently higher in the vary
component than in the repeat component
across all conditions. There was no systematic
difference in U-value between conditions with
immediate reinforcement and postreinforcer
delays in the repeat component. Prereinforcer
delays increased U-value compared to imme-
diate reinforcement in the repeat component.
U-value remained generally unaffected by
either the pre- or postreinforcer delays in the
vary component. The right column of Figure 7
shows that there was no systematic effect of
either pre- or postreinforcer delays to re-

Table 5

Programmed delay to reinforcement, number of sessions in each condition, and the mean (SD)
rate of key pecking per min during delays to reinforcement for the vary and repeat components
for each pigeon in Experiment 4. Other details as in Table 1.

Subject Delay (s) Sessions

Pecks/min during delay

Vary Repeat

P92 0 21 – –
post-15 29 0.17 (0.20) 0.00 (0.00)
pre-15 30 0.17 (0.15) 0.07 (0.16)

0 64 – –
P98 0 20 – –

post-15 25 0.93 (0.48) 1.30 (0.69)
pre-15 22 12.53 (2.52) 15.10 (5.97)

0 45 – –
P154 0 17 – –

post-30 17 1.60 (1.51) 1.50 (1.21)
pre-30 20 3.60 (1.34) 2.86 (3.46)

0 73 – –
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inforcement on the percentage of trials with
food in either the vary or repeat components.
There also was no systematic difference in the
percentage of trials with food between the vary
and repeat components.

Figure 8 shows that in the repeat compo-
nent, the target sequence (RRLL) occurred at
levels above what is predicted by chance with
immediate reinforcement and delayed rein-
forcement. The frequency of sequences with
one early or late switch increased with the
prereinforcer delay. The two-switch sequence
RLLR, which occurred at above-chance levels
with immediate reinforcement, decreased in
frequency with the prereinforcer delay but was
not systematically affected by the postreinfor-
cer delay. Response sequences in the vary
component during immediate reinforcement
were fairly evenly distributed among the
sequence options that included no switch or
one switch, with a limited number of 2-switch
sequences. In the vary component there were
no systematic differences in the sequence

distributions with either the pre- or postrein-
forcer delay.

Table 5 shows the rate of key pecking
during delays to reinforcement for each
pigeon averaged across the last six sessions
for each condition. The rate of key pecking
during the delay was not systematically differ-
ent for the vary and repeat components, but
was higher for 2 of 3 pigeons during the
prereinforcer delay than during the postrein-
forcer delay condition. Table 2 shows that the
rate of reinforcement with no delay did not
differ systematically between the repeat and
vary components across pigeons. All pigeons
collected all available reinforcers in each of
the last six sessions of each condition.

DISCUSSION

Prereinforcer delays decreased trials/min
similarly in the vary and repeat component.
Postreinforcer delays, however, did not de-
crease trials/min. Instead, there was some-
times a small increase in trials/min, particu-

Fig. 7. The effect of pre- and postreinforcer delays on trials/min (left column), U-value (center column), and
percentage of trials with food (right column) for each pigeon in Experiment 4. Filled and unfilled bars represent data
from the vary and repeat components, respectively. Error bars indicate one standard deviation above the mean.
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larly in the vary component. The decrease in
trials/min with delayed reinforcement, there-
fore, seems related to the disruption of
contiguity between the last response in the
sequence and the delivery of the reinforcer,
rather than the decrease in overall reinforce-
ment rate introduced by delays to reinforce-
ment.

Similarly, prereinforcer delays increased
sequence variability (U-value) in the repeat
but not in the vary component. In contrast,
postreinforcer delays had no substantial or
systematic effects on U-value in either compo-
nent. In terms of the relative frequency of
individual sequences, in the repeat compo-
nent prereinforcer delays flattened the distri-
bution somewhat and shifted it toward se-
quences with fewer switches, whereas in the
vary component there was no large or system-
atic effect. Postreinforcer delays had relatively
little effect in either component. The percent-
age of trials with food was relatively unaffected
by postreinforcer delays, but generally de-
creased in the repeat component with pre-
reinforcer delays. The increase in sequence
variability in the repeat component, therefore,

also seems to be related to the decrease in
contiguity between the last response in the
sequence and the delivery of the reinforcer,
rather than the decrease in reinforcement rate
introduced by delays to reinforcement.

GENERAL DISCUSSION

When variability in sequences was required
for reinforcement, variability was relatively
high compared to when repetition was re-
quired for reinforcement. This general result
held true for the U-value statistic and the
relative frequency of sequences, and occurred
regardless of whether repetition was defined
by a target sequence (Experiments 1, 2, & 4)
or by the relation of the current sequence to
previous ones (Experiment 3). Furthermore,
the degree of variability was under discrimina-
tive control: the differences occurred within
subject, within session, in a multiple schedule.
In 67 out of 69 conditions across experiments
and pigeons, mean U-value was lower during
the repeat component than during the vary
component. These results are similar to those
obtained previously with various species and

Fig. 8. The relative frequency of each of the possible 16 sequences for each pigeon under immediate reinforcement
and at the pre- and postreinforcer delay in Experiment 4. Other details as in Figure 2.
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procedures (e.g., Cohen et al., 1990; Denney &
Neuringer, 1998; Miller & Neuringer, 2000;
Page & Neuringer, 1985).

The percentage of trials ending with food
delivery also indicates relatively successful
control by the contingencies. In the vary
component, 37% of trials ended with food,
averaged across all pigeons and all immediate
reinforcement conditions in Experiments 1, 2,
and 4, in which a lag 10 contingency was in
effect. We conducted a 10,000 trial simulation
in which a computer randomly selected a left
or right response for a 4-response sequence
(the sequence length in the current experi-
ments). Under a lag 10 contingency, the
simulated random responder received a rein-
forcer on 52% of trials. The difference
between the pigeons’ performance and the
random emitter was similar to that obtained in
previous experiments and simulations (see
Page & Neuringer, 1985). In the repeat
component with the target sequence RRLL,
50% of trials ended in food across pigeons for
all immediate reinforcement conditions in
Experiments 1, 2, and 4. This percentage of
trials with food is similar to that obtained by
rats for the target sequence LLRR in previous
research with a multiple vary repeat schedule
(Cohen et al., 1990). The percentage of
trials with food was lower with the target
sequence RRLL (Experiments 1, 2, & 4) than
when the pigeons chose the sequence to
repeat, which in all cases was RLLL (Experi-
ment 3). Sequences with later switches may be
more difficult than sequences with earlier
switches because the stimulus control function
of the number of responses in a sequence
increases in variability with increasing re-
sponse number (see e.g., Gallistel, 1990;
Machado, 1997).

In each of the four experiments, delayed
reinforcement decreased trials/min similarly
in components requiring variable and repeti-
tive behavior. This effect occurred with non-
resetting (Experiments 1, 3, & 4) and resetting
(Experiment 2) delays, and with repetitive
behavior maintained under a target sequence
procedure (Experiments 1, 2, & 4) as well as
under a lag contingency more similar to that
maintaining variable behavior (Experiment 3).
Longer delays to reinforcement decreased
trials/min more so than shorter ones. Our
results for sequence rates are similar to
those found by delaying reinforcement for

relatively simple behavior, such as single key
pecks (e.g., Lattal, 1984; Pierce, Hanford, &
Zimmerman, 1972; Richards, 1981; Schaal
& Branch, 1988, 1990; Sizemore & Lattal,
1977, 1978; Williams, 1976; see Schneider,
1990, for review). Furthermore, the decreases
in response rates do not seem related to
decreases in overall reinforcement rate pro-
duced by delays to reinforcement, because
postreinforcer delays of equivalent duration
also decrease programmed reinforcement rate
but did not decrease response rates (Experi-
ment 4).

The effects of delaying reinforcement were
similar in terms of the rate of sequences, but
they differed for the structure of variable and
repetitive sequences. U-value increased in the
repeat component, but was largely unaffected
in the vary component, as a function of delay
to reinforcement. U-value in the repeat com-
ponent was not affected by equivalent post-
reinforcer delays (Experiment 4), so these
changes do not appear likely to be related to
the decrease in reinforcement rate produced
by delays to reinforcement (cf. Grunow &
Neuringer, 2002). Reinforcement rates under
immediate reinforcement also were generally
higher in the repeat component than in the
vary component (Table 2), which, if anything,
should make repetitive behavior more resis-
tant to change, rather than less (see Nevin &
Grace, 2000). The relative frequency distribu-
tions of sequences also were more disrupted in
the repeat component than in the vary
component. On the whole, the variability of
variable behavior seems to have been more
resistant to disruption by delays to reinforce-
ment than the repetitiousness of repetitive
behavior. This result is similar to those
showing greater disruption of repetitive be-
havior with a variety of manipulations in
previous experiments (e.g., Cohen et al.,
1990; Doughty & Lattal, 2001; Neuringer,
1991; Neuringer et al., 2001).

The present results seem contrary to what
would be expected if repetition and variability
were the functional operants in the repeat and
vary components, respectively. Contiguity be-
tween a response and a reinforcer is widely
regarded as a fundamental aspect of the
maintenance of operant behavior (e.g., Lattal,
1987; Nevin, 1973, 1974), so reducing the
contiguity between a sequence and its conse-
quence should weaken the functional operant.
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In the repeat component, when the reinforcer
was delayed sequences were less repetitive, but
in the vary component, when the reinforcer
was delayed sequences did not become less
variable. One interpretation of these results is
that variability is not the functional operant in
this experimental paradigm.

Another possibility is that variability is the
functional operant, but that delaying rein-
forcement has two opposing effects. One
effect could be to decrease operant variability,
but another could be to elicit variability (see
Neuringer et al., 2001; Wagner & Neuringer,
in press). With single key-peck responses
maintained by variable-interval schedules of
reinforcement, for example, delays to rein-
forcement decrease mean response rates
and increase the variability in interresponse
time distributions (Schaal, Shahan, Kovera, &
Reilly, 1998; Shahan & Lattal, 2005). Wagner
and Neuringer (in press) provide evidence for
this interpretation of the effects of delayed
reinforcement on operant and elicited vari-
ability with sequences of responses. In their
experiments with rats, three-response se-
quences were required to have either a low,
moderate, or high level of variability for food.
When the food was delayed from the end of
the sequence, response rates decreased for all
groups. The effects of delayed reinforcement
on variability, however, depended on the
baseline level of variability: low levels of
variability increased, moderate levels were
unchanged, and high levels decreased. This
result is what would be expected if delaying
reinforcement 1) decreased operant variability
and 2) elicited variability. This interpretation
also could explain the results of the present
experiment. For the repeat component, if
operant repetition was decreased and variabil-
ity elicited, then variability would go up. For
the vary component, if moderate levels of
operant variation were decreased and variabil-
ity elicited, then variability could remain
unchanged. Thus, another interpretation is
that the present results do not provide
evidence against the operant nature of vari-
ability per se.

Although the disruptive effects of delays to
reinforcement in the present experiments
were similar to the effects of other disruptors
on variable and repetitive behavior, the mech-
anism of disruption by delays to reinforcement
and other factors is not clear. One potential

mechanism by which delays to reinforcement
might disrupt variable and repetitive perfor-
mance is by interfering with remembering.
Remembering previous responses may be
required for accurate repetitive performance,
but not for variable performance. For exam-
ple, Neuringer (1991) found that imposing
longer minimum interresponse intervals in-
terfered with repetitive but not variable
sequences. Similarly, delays to reinforcement
might decrease remembering of previous
sequences in both components, but might
selectively decrease performance in the
repeat component due to the memorial re-
quirement. Although this interpretation may
explain the current results and those in which
interresponse intervals were manipulated
(Neuringer, 1991), it is less clear how it
would apply to other types of disruptors,
like prefeeding and extinction (e.g., Doughty
& Lattal, 2001; Neuringer et al., 2001).
Thus, although reinforced variable and re-
petitive behavior is differentially susceptible to
disruption by various manipulations, the rea-
son for this difference remains to be elucidat-
ed.
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